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AIAI 回答别成回答别成““AIAI 推销推销””
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什么牌子的净水器质量好？北京周边
两日游选哪家旅行社？……如今，面对这些
问题，越来越多人第一反应不再是打开网
页搜一搜，而是找个 AI问一问。除了省去
了网页间的跳转比较，AI的回复听起来也
更中立、更权威。

但您是否想过：AI的推荐真的客观吗？
眼下，随着获取信息方式改变，一种新

的营销方式走入大众视野：生成式引擎优
化（GEO）。简单说，就是通过生产更“对 AI
胃口”的内容，投放到更容易“被 AI看见”
的渠道，进而提高特定品牌信息在AI回答
中被推荐的概率。

如何看待 GEO？如何辨别 AI 回答中的
“暗广”？其中的虚假营销如何治理？记者
进行了调查采访。

AI 也能“带货”？

最近，家住山东的小赵想给父母买一台
血压计。面对网页、APP 里让人眼花缭乱的
品 牌 信 息 ，他 把 问 题 抛 给 了 AI：“ 我 该 选
哪款？”

AI 迅 速 给 出 回 复 ，但 小 赵 感 觉 不 太 对
劲：“它上来就推荐了一个品牌，还罗列出一
长串产品信息，话术和广告基本没区别。这
让我觉得，AI 不像我的助手，反倒像一个过
分热情的推销员。”

小赵的怀疑不是空穴来风，让 AI 在回答
中“植入广告”并非不可能。

AI 开 始“ 带 货 ”的 根 本 原 因 ，在 于 人 们
获取信息的方式正在发生重构。过去，人们
用 搜 索 引 擎 检 索 信 息 ，商 家 往 往 通 过 搜 索
引 擎 优 化（SEO）进 行 数 字 营 销 ，让 自 家 网
站 在 搜 索 结 果 中 排 名 更 靠 前 。如 今 ，人 们
开始直接在与 AI 的对话中“要答案”，商家
也 转 变 思 路 ，希 望 将 营 销 信 息 藏 在 答
案里。

在 平 台 上 ，记 者 看 到 大 量 GEO 服 务 推
广信息。不少机构声称：GEO 能“让你的公
司和产品被大模型自主推荐”“躺平也能订
单翻倍”，是“当下最低成本、高效率的营销
方式”，还附上一系列“成功案例”。

面对这些推广信息，不少商家展示出浓
厚兴趣，留言询问：“具体怎么做？”“效果怎
么样？”

GEO 究竟如何实现？有机构透露，他们

会根据 AI 的“偏好”，选择特定渠道“投喂”
带有品牌或产品信息的定制内容，并定期对
数据进行维护。

AI 有什么偏好？一份来自普林斯顿大学
的研究显示，包含独特统计数据、权威人物
观点以及高密度的专业术语的内容，更容易
被 AI 作为“高信度来源”抓取。还有博主做
过一个实验：即便一个品牌根本不存在，但
只要在常被用作信源的平台上发文推荐，文
中出现符合 AI 喜好的数据、观点等元素，等
再次联网询问 AI 时，该品牌也能赫然出现
在推荐列表中。

“随着大模型应用于各行各业，AI 正加
速从一种效率工具，进化成为能驱动经济决
策的商业生产力。”中国计算机学会高性能
计算专委会执行委员、国际电气与电子工程
师协会（IEEE）高级会员、人工智能从业者姚
金鑫告诉记者。

他指出，当前 GEO 方兴未艾，行业亟待
规范。市面上许多所谓“GEO 优化服务”，本
质上是对模型和数据的污染。这与 GEO 本
身把复杂信息梳理得更易理解、更容易被 AI
选择的初衷背道而驰。

面临哪些挑战？

伴随 GEO 普及，许多普通用户想知道：
AI 的回答还值得信任吗？

有网友直言：“目前用户对 AI，确实比传
统搜索更容易产生信任，但当越来越多人意
识到它同样可能‘恰饭’（即接商业推广），这

种信任会直线下降。”
北京互联网法院综合审判二庭法官吴

娇表示：“对用户来说，GEO 的作用过程非
常隐蔽。由于无法了解大模型的识别逻辑、
判定标准，人们很难判断自己看到的信息是
否经过优化。”

在 用 户 难 以 察 觉 的 角 落 ，一 些 GEO 服
务正游走在法律灰色地带。泰和泰律师事务
所高级合伙人、中国广告协会智库专家廖怀
学指出，如果通过大量发布结构化但质量低
劣的“垃圾信息”或“虚假好评”来误导模型
权重，或将付费推广包装成自然知识点或客
观测评，且未按《互联网广告管理办法》等规
定显著标明“广告”字样，就可能构成不正当
竞争，或侵害消费者的知情权。

尤其在医疗、金融、法律、教育等高敏感
场景，生成式 AI 不单单是信息聚合工具，更
是智能时代的“把关人”，它把多源信息重新
组织成统一表述，且天然带有权威口吻。相
较于 SEO 主要影响搜索结果排序，GEO 直
接作用于 AI 回答，一旦因商业关系改变回
答走向，信息的误导性会更强、传播范围会
更广，也更有可能引发医疗误导、隐私泄露
等风险。

那么，AI 生成内容能否与商业广告完全
隔离？

姚金鑫认为，从技术上讲，这是一个极
具挑战性的目标，涉及多个层面，包括数据
获取、标注与治理，大语言模型的底层架构，
以及商业意图的算法识别等。在国内外大模
型普遍面临商业化问题的当下，如何在不破
坏用户体验的前提下植入广告，业界尚在探
索。现有方式包括开发 RARE（实时广告检

索）这样的框架、让广告与回答分区展示、清
晰标注、可查看原因、可关闭反馈等。

姚金鑫表示，实现绝对隔离仍存在一些
本 质 困 难 ，因 为 AI 是 人 类 训 练 的 ，人 类 社
会、人性是复杂系统，在数据发布、模型训练
或 微 调 阶 段 ，人 都 可 以 引 导 模 型 对 特 定 品
牌、内容产生正面反馈。行业要健康发展，必
须进行伦理自我审查。把商业推荐伪装成中
立答案，因广告改变问题结论，把用户聊天
内容作为广告定向画像，诱导点击、误触、默
认同意，以及广告无法关闭等，都是绝对不
可逾越的“红线”。

如何管控治理？

GEO 日益普及，治理也需齐头并进。
吴 娇 表 示 ，GEO 作 为 一 项 新 兴 技 术 应

用 ，具 有“ 多 主 体 参 与 、多 环 节 交 叉 ”的 特
点 。根据民法典、数据安全法、个人信息保
护法、消费者权益保护法等各部门法，明确
各 主 体 哪 个 环 节 该 负 什 么 责 ，是 解 决 问 题
的关键。

对于商家来说，使用第三方机构提供的
GEO 服务是否可能侵权？

吴娇认为，商业推广自由需守住合法合
规底线。可以结合法律规定与行业标准，从
行为目的、方式、合规性、后果等多个维度，
判断商家优化行为的性质。倘若为获取不正
当竞争优势，投喂虚假数据、刻意隐匿操作
痕迹、多次规模化实施违规行为，借助非合

规手段干预平台数据与算法，就可能损害消
费者知情权、扰乱市场秩序，应受到限制与
规制。

平台对 AI 推荐结果应承担何种义务？
廖怀学告诉记者，AI 平台对 GEO 相关

推荐结果负有三大义务：一是审核义务，对
明显虚假、侵权的优化内容进行过滤；二是
标识义务，对 AI 生成内容标注来源属性，提
示用户审慎甄别；三是监管配合义务，采用
技术手段实现 GEO 优化内容的可追溯，配
合监管调查。“算法黑箱”的技术特性，不能
成为免除法定义务的理由。

其中，标识义务很关键。我国《互联网广
告管理办法》明确规定：“互联网广告应当具
有可识别性，能够使消费者辨明其为广告”，
核心就是防止广告与自然信息混杂。“平台
作 为 市 场 主 体 ，需 兼 顾 商 业 价 值 与 公 共 责
任 ，不能沦为商家不当营销的工具 。”吴娇
指出。

对消费者而言，如果因 AI 推荐而被误导
消费，应该向谁索赔？

廖怀学认为：可向品牌方、GEO 服务商、
AI 平台三方索赔。品牌方作为受益方，若明
知 或 应 知 手 段 违 法 ，应 当 承 担 主 要 责 任 ；
GEO 服务商因实施具体违规行为，承担直
接法律责任；AI 平台未尽到审核义务或明知
侵权未采取必要措施停止违法行为的，可能
与品牌方、GEO 服务商承担连带责任。具体
而言，消费者可以保留 AI 推荐截图、消费凭
证等证据，通过与相关方协商索赔、向市场
监管部门投诉或向法院提起诉讼等方式，主
张停止违法行为、赔偿损失等法律责任。

本图由 AI生成


