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据新华社洛杉矶电   美国研究人员近日在《科学》杂志

上发表论文说，他们利用人工智能（AI）设计出了具有天然

酶关键特征、可介导多步反应的全新酶。业内专家评价其

为“酶工程领域的一个里程碑”。

研究人员说，他们此次借助多种 AI 工具，设计出了一

种可介导多步反应的丝氨酸水解酶，这种酶的催化效率比

之前设计的类似酶高出 6 万倍。丝氨酸水解酶是一类在催

化水解反应中起关键作用的酶，天然的丝氨酸水解酶参与

许多生物过程，包括消化、脂肪代谢、凝血等。

研究人员表示，虽然此次只是实现了原理验证，新设计

的丝氨酸水解酶在效率上仍不及天然的丝氨酸水解酶，但

他们希望进一步调整酶的结构以提高催化效率，使这项技

术更接近实用，比如设计出用于分解塑料的酶等。

研究人员用 AI设计出具有
天然酶关键特征的全新酶

据新华社堪培拉电   （记者章建华、李惠子）南澳大利

亚大学等机构的研究人员借助人工智能，开发出一个可对

全球珊瑚礁进行实时监测的模型，以实现早期干预，减缓气

候变化对珊瑚礁的危害。该研究结果日前发表在新一期学

术期刊《电子学》上。

南澳大利亚大学等机构的研究人员借助人工智能，并

结合遥感技术、机器学习和地理信息系统等技术开发出一

个新模型，可将影响珊瑚礁的所有因素整合起来，以进行实

时全球监测。相关水下视频和照片、卫星图像、文本文件和

时间传感器数据等都将被提取并显示在统一的中央仪表

盘，通过实时集中这些信息生成有助于保护珊瑚礁工作的

预测模型，从而实现更早干预。

人工智能助力新模型实时
监测全球珊瑚礁状况
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■链接R
网友问：我们应该如何理解大语言

模型这个概念？别太复杂。

通义千问：

大语言模型可以理解为一个“超级

聪明的文字助手”，它通过学习海量的文

本数据，掌握人类语言的规律和知识。

你可以把它想象成一个读过无数书籍、

文章、网页的“大脑”，它知道怎么回答问

题、写文章、讲故事，甚至还能编程、翻

译、聊天。

它的核心能力是预测下一个词。比

如你输入一句话的开头，它会根据上下

文猜测接下来最可能说什么。通过这种

方式，它能生成连贯、自然的文字。而

且，因为它学了很多知识，所以不仅能回

答简单问题，还能处理复杂的任务，比如

分析逻辑、总结长文或者模仿某种写作

风格。

不过，大语言模型并不是真正“理解”

文字，它更像是在模仿人类的语言模式。

它没有感情，也不会主动思考，只是根据

输入的内容给出最合适的回应。所以，有

时候它的答案可能看起来很合理，但其实

是错的，这就需要我们去判断和核实。

专家点评：

大语言模型不仅网络规模庞大，还

采用一个重要的技术即“词嵌入”技术。

该技术将自然语言的“词”嵌入到多维的

语义空间，表达为“语义矢量”，从而可以

对“词”进行计算，由此可以跨越语言的

形式（如英语、汉语，文本、图像等），生成

各方面内容。大语言模型的突破推动了

人工智能几乎所有（应用语言）领域的应

用，但也面临生成偏差、算力消耗、伦理

风险等挑战，需结合人类监督与技术优

化以实现安全可控的发展。

（专家为中国新一代人工智能发展

战略研究院执行院长龚克）

网友问：什么是深度神经网络？可

以通俗易懂地介绍一下吗？

DeepSeek：
深度神经网络（DNN）是一种模仿

人 脑 神 经 结 构 的 机 器 学 习 技 术 ，专 门

处理复杂数据。你可以把它想象成一

个“ 多 层 级 加 工 厂 ”：比 如 识 别 猫 的 照

片，第一层先看像素点，第二层组合成

线 条 ，第 三 层 拼 出 猫 耳 、胡 须 等 特 征 ，

最后一层综合判断这是猫。每层由大

量“ 神 经 元 ”（数 学 计 算 单 元）组 成 ，层

与层之间通过可调节的“连接强度”传

递信息。

它的核心能力在于自动学习特征。

传统算法需要人工设计规则（比如，先找

边缘、再识别形状），而 DNN 能通过海

量数据自己发现规律。训练时就像教小

孩认字：先猜结果，对比正确答案，再反

向调整各层神经元的计算参数，经过数

万次迭代后越来越精准。

这种结构让它在图像识别、语音翻

译、自动驾驶等领域表现突出，尤其在处

理非结构化数据（图片、文字）时远超传

统编程。但前提条件是需要大量算力和

数据，模型内部决策过程也像“黑箱”一

样，难以完全解释。

专家点评：

深度神经网络的强大特征提取能

力，与其网络结构与规模分不开。根据

通用逼近定理，只要神经元及其连接的

数量足够大，就可以逼近任意复杂的连

续函数。而这些数量巨大的“参数”，是

通过训练（学习）来确定的。相信随着网

络结构和训练方法的持续创新，深度神

经网络的能力还可继续提升。

AI同学，请回答

近年来，生成式人工智能热潮席

卷全球，给世界带来巨大机遇的同时，

也带来难以预知的各种风险和复杂挑

战。人工智能全球治理的讨论与合作

在多个层面展开，逐渐扩展至以法律

规制和技术标准为核心的制度建构。

人工智能治理的议题涵盖广泛，

涉及人工智能技术开发、部署、应用

中的伦理道德与行为规范，以及人工

智能带来的产业结构变化、社会权力

结构变化、地缘政治影响、人类生存

风险等诸多方面。人工智能的技术

特性，使其既具有互联网服务应用的

广泛性、赋能性，又具有作为基础设

施对国家安全的重要影响。这决定

了其治理体系在设计之初就需要兼

顾促进创新的发展目标和防范风险

的安全需求。

在人工智能的国际治理中，近年

来初步形成了多个互相竞争合作的板

块，其中以一些人工智能安全峰会与

联合国框架下的国际合作最为引人关

注。2023 年 11 月，首届全球人工智能

安全峰会在英国布莱奇利园举行，确

立了人工智能安全治理的全球共识，

包括中国在内的 28 国及欧盟签署宣

言。2025 年 2 月，在法国巴黎举办了

人工智能行动峰会，包括法国、中国、

印度、欧盟在内的多个国家和国际组

织共同签署了《关于发展包容、可持

续的人工智能造福人类与地球的声

明》。联合国在其框架下积极推进

人工智能治理全球合作，尤其是具

有包容性的 、普惠的人工智能全

球治理。2023 年 10 月，联合国秘

书长古特雷斯宣布成立人工智能

高级别咨询机构，并形成《以人为本的人工智能治理》

报告。2024 年 9 月，联合国举办未来峰会，通过《全球

数字契约》，倡导开启人工智能治理的全球对话，推动

人工智能技术负责任发展。

中国积极参与和引领人工智能全球治理进程，向

世界贡献了重要的人工智能治理观。一是以人为本促

进发展。在我国既有人工智能治理实践中，坚持发展

与安全并重，强调以人为本、智能向善，让人工智能技

术真正助力全球发展事业，赋能人类美好生活。中国

发布的《全球人工智能治理倡议》《人工智能全球治理

上海宣言》也充分体现了这一立场。二是加强能力建

设，弥合数字鸿沟。我国积极加强与全球南方国家的人

工智能能力建设合作。去年 7 月，联合国大会协商一致

通过中国主提的加强人工智能能力建设国际合作决议，

140 多国参加决议联署。中国—金砖国家人工智能发展与

合作中心也于去年成立。这些举措旨在缩小国家间及国家

内部在人工智能及其他数字领域存在的差距，针对发展中

国家在人工智能设计、开发、部署和使用上面临的独特挑

战，提供了加强南北合作、南南合作和三方合作的破局之

道。三是推动人工智能发展共治共享。人工智能全球治理

应坚持广泛参与、协商一致原则，在充分尊重各国政策和实

践差异性的基础上，推动形成广泛国际共识。

整体来看，目前全球人工智能治理中，各国已就伦理道

德和原则开展了大量讨论，但相关法律规范、国际条约和治

理机构仍处于起步阶段，需将不断探索的各类举措汇聚成

以国际法和可持续发展目标为基础、连贯一致、可互操作的

整体设计，并随着技术发展进步不断作出调整。去年在上

海举行的 2024 世界人工智能大会暨人工智能全球治理高

级别会议将会议主题确定为“以共商促共享   以善治促善

智”，体现了《全球人工智能治理倡议》的核心要义，反映了

国际社会的共同呼声。中方将一如既往支持各国在人工智

能治理中秉持共同的安全观，协力促进人工智能治理，增强

发展中国家在人工智能全球治理中的代表性和发言权，推

动人工智能更好提升人类福祉。

（作者为中国政法大学数据法治研究院教授、联合国人

工智能高级别咨询机构中方专家）
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近 10 年 来 ，以 深 度 学 习 为 主 要 技 术 路

线的人工智能（AI），从判别（如图像、文字、

语音识别等）到生成（如文本、图像、视频、程

序 等）接 连 取 得 突 破 ，DeepSeek、ChatGPT、

Sora 等应用展示多种技术可能。作为革命

性通用技术，人工智能正加速融入人们的日

常生活、生产工作和学习研究之中，推动人

类 经 济 社 会 信 息 化 进 程 迈 向 智 能 化 的 新

阶段。

发展新阶段：从判别到
生成，从单模态到多模态，从
专用到通用

人工智能作为近年来科技领域最热门的

话 题 之 一 ，其 实 并 不 是 一 项 新 技 术 。 早 在

1956 年，人工智能的概念就在美国达特茅斯

学院召开的夏季研讨会上被提出。此后经历

半 个 多 世 纪 发 展 ，都 未 能 实 现 真 正 的 实 用

化 。 2012 年 ，加 拿 大 多 伦 多 大 学 教 授 杰 弗

里·欣顿和他的学生基于机器学习提出的深

度学习神经网络模型，在图像识别挑战赛上

取得重大突破，激发 AI 领域的又一次发展热

潮，推动语音识别、图像识别以及自然语言处

理等多个领域快速进步。

AI技术不断迭代升级。特别是 2022年前

后，生成式人工智能迎来全面爆发。2022 年

11 月，美国 OpenAI 公司推出 ChatGPT，以更

大 规 模 的 模 型 实 现 了 更 强 的 内 容 生 成

（AIGC）功能。 2024 年 2 月，OpenAI 公司推

出的文生视频大模型 Sora，推动生成式人工

智能从只能理解单一形式信息（比如文字、图

片、音频等）的单模态，迈向可以同时理解多

种形式信息（比如图片和文字）的多模态。与

此同时，全球的 AI 大模型竞相超越又各有特

长，国外谷歌的双子座（Gemini）、安索皮克

（Anthropic）的 克 劳 德（Claude）、元 公 司

（Meta）的 Llama，中 国 的 文 心 一 言 、智 谱 清

言、豆包、书生·浦语、星火认知、360 智脑、通

义千问、混元、Kimi、零一万物等，形成百花

竞放的局面。

2025 年 1 月 ，我 国 人 工 智 能 企 业 深 度

求 索（DeepSeek）推 出 新 模 型 DeepSeek—

R1，凭借技术创新和商业化潜力引发全球

瞩目。这不仅是因为该模型在自然语言处

理 方 面 表 现 卓 越 ，更 为 重 要 的 是 其 在 训 练

方 法 上 实 现 了 创 新 ，成 功 降 低 了 同 类 产 品

对 算 力 资 源 的 大 量 需 求 ，显 著 降 低 了 使 用

成本。得益于此，用户可将 R1 部署在个人

本地设备，实现更为安全且个性化的服务。

尤 为 重 要 的 是 ，DeepSeek 的 开 源 模 式 为 全

球 创 新 发 展 带 来 新 机 遇 ，并 有 可 能 带 动 全

行 业 在 未 来 形 成 以 开 源 为 主 流 的 发 展

路线。

从 判 别 到 生 成 ，从 单 模 态 到 多 模 态 ，

从 专 用 到 通 用 ，是 智 能 化 发 展 新 阶 段 的

重 要 标 志 。 人 工 智 能 以 自 然 语 言 为 基 础

的 表 达 方 式 ，正 从 方 方 面 面 渗 透 进 大 众

生 活 。 从 手 机 应 用 、智 能 音 箱 等 智 能 助

手 ，到 智 能 网 联 车 和 智 能 机 器 人 等 具

身 智 能 ，再 到 能 提 供 个 性 化 服 务

的 智 能 体 以 及 更 多 的 AI 原

生 产 品 和 服 务 ，正 加

速 向 我 们 走 来 。

核心驱动力：计算机能
够从数据中学习规律并做出
预测或决策

机器学习是指通过数据训练模型，使计

算机能够从数据中学习规律并做出预测或决

策。作为当下 AI 发展的主流技术路线，这条

路线让机器通过学习而不是靠预设规则来获

得智能，体现了学习是智能形成和发展的本

质。可以说，生物智能也好、机器智能也好，

都离不开学习，所有的成功和突破都源自学

习。“生而知之”毕竟是极少数天才的特质，

“学而知之”才适用于大多数人。人类在发展

人工智能时也采用了学习的路线。

机器学习主要通过神经网络实现。神经

网络作为机器学习的一种具体模型，就是通

过模拟人脑的结构和功能来处理数据。人类

大脑是由神经元和突触构成，神经元通过突

触传递信号，实现信息处理、学习和记忆等功

能。人工神经网络模拟这一结构，利用集成

电路芯片组成的电子计算系统，采用人工神

经元和连接（即模型参数）代替生物神经元和

突触，通过输入数据、调整权重来学习和预

测，构成了 AI 的物质底座。

正如人脑层数越多，处理复杂信息的能力

就越强，神经网络也同样需要更多的层数，这就

需要借助深度神经网络。以深度神经网络构建

的深度学习系统即为 AI“模型”，这类模型的参

数越多，就意味着模型越大，性能越强。例如，

GPT—3模型实现了千亿量级参数，GPT—4模

型参数甚至达万亿量级。

简而言之，机器学习是人工智能的核心

驱动力，它通过从海量数据中提取有价值的

信息，帮助人类做出预测、判断和生成所需的

内容，从而提升任务处理效率，将人力从繁

重 、重 复 、低 级 和 危 险 的 劳 动 中 解 放 出 来 。

2024 年的诺贝尔物理学奖颁给了约翰·霍普

菲尔德和杰弗里·欣顿，以表彰他们通过人工

神经网络实现机器学习的基础性发现和发

明。展望未来，机器学习通过不断发展，必将

为人类社会带来更大惊喜。

更广泛运用：AI 智能体
可望成为今年发展应用亮点

2025 年将是 AI 走向更广和更深应用的

关键之年，AI 智能体（或称 AI 代理）可望成为

今年 AI 发展应用的亮点。AI 智能体可以说

是人工智能技术的集大成者，具备自主性、感

知能力、决策能力和行动能力等显著优势。

它能够通过理解交办的任务、感知相应的执

行环境，进而自主调用相应的智能模型功能、

采取相应的行动，可以广泛应用于工业、医

疗、交通、金融和家庭等领域。每个用户可能

有多个 AI 智能体帮助解决各种需求，它们有

的像是秘书，有的像是工匠，有的像是医护，

有的像是采购员，有的像是清洁工。

例如，某公司计划设计一个活动邀请系

统，在将活动时间、地点和主题等信息准确传

达后，AI 可自动生成一个智能体“小组长”，

负责整体规划和调度。小组长可以召唤多个

执行不同具体任务的智能体，1 号智能体负

责活动邀请函的策划，2 号智能体负责设计

邀请函中的图像及文字，3 号智能体负责代

码制作和部署网页，4 号智能体负责检验差

错，他们就像是一个“工作专班”，成为完成个

性化工作的“群体智能”。

通过 AI 智能体，各种 AI 技术将会被更方

便、更广泛、更有效地应用起来，将在多个领域

引发根本性变革。同时，快速发展的“科研智

能”正在形成科学发展的新范式，为科技这一

第一生产力的发展赋能，意义深刻而长远。在

这个日新月异的智能时代，学会应用 AI技术也

将成为多数人的必备技能，人们需要学会以有

效而适当的方式运用 AI助益工作和生活。

“两岸猿声啼不住，轻舟已过万重山。”随

着 AI 在生命科学、物质科学、数学、工程技术

等领域的应用日益广泛和深入，可以预见，正

如历史上机械动力和电气技术极大拓展了人

类的体力劳动能力一样，AI 正在加速拓展人

类的脑力劳动能力，推动生产力实现又一次

质的飞跃，并对人类社会的发展进步产生全

面而深远的影响。

在 AI先进生产力驱动的社会智能化历史

进程面前，人类要把握和主导自身的命运，就

必须提升自身的智能化能力，学会驾驭 AI。
各方应努力让 AI行驶在促进经济繁荣和环境

保护、保护公共利益和个人隐私、遵守法律法

规和伦理良俗、促进公平正义与包容和谐的

轨道上，确保 AI造福全人类的可持续发展。

（作者为中国新一代人工智能发展战略

研究院执行院长）

人工智能人工智能，，从深度学习到全面赋能从深度学习到全面赋能
龚龚     克克

《讽刺与幽默》供图   
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